

**Abstract** – In recent years, MPC algorithm as a new method has been successfully applied for the design of motion cueing algorithm. By using an adequate formulation of MPC model and an efficient QP solver, the MPC algorithm can provide better motion restitution results than the more conventional algorithms. However, few papers give a description in detail of the used MPC technique together with the right tuning parameters. Furthermore, the algorithm’s stability condition is hardly addressed in motion cueing algorithm design, except a small number of studies where generally a quasi-zero terminal set condition was applied. It is probably less critical for driving simulators without large motion platform, but it can be a crucial safety factor to consider for high performance driving simulators where the motion velocity and acceleration can be high. In this paper, we summarize the most important works on the MPC based motion cueing algorithm, including the tuning experiences.
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1. **Introduction**

MPC algorithm, as an important advanced control technique was proposed by the end of 70s by Richalet et al., Cutler and Ramaker respectively. Thereafter, during about ten years, it was the most important control research topic. Nowadays, it becomes one of the most popular modern control methods both in academy and industry, with an exponential increase of publications from 1995 [Sor1]. In the driving simulation field, Dagdelen et al. [Dag1](2004) proposed a first MPC based motion cueing algorithm to optimize 1DOF motion cues with acceleration threshold control in washout process. Then we proposed an explicit MPC algorithm [Fan1] where an efficient stability condition was proposed. Augusto [Aug1], Beghi et al. [Beg1] and Al Qaisi et al. [Alq1] published the MPC algorithm using human vestibular model. Garrett et al. [Gar1](2013) published their MPC work taking into account vestibular model and hexapod constraints. Compared with that of more conventional motion cueing algorithms, such as classical, LQR optimal filters, the MPC technique reveals several potential advantages. However, by authors’ experiences, different conclusions could be reached according to the cost function expression, the adopted stability condition, the weighting matrices and the predictive step length. It is worth to make some investigations to these sensible factors. This is the main motivation for the current paper.

In this paper, we have reviewed our MPC algorithm experiences and presented its prospects for future developments. A robust stability condition which can influence significantly the motion cueing results is addressed. The potential benefits to use vestibular model, the algorithm’s tuning technique and in-line pre-position strategy are also investigated. Finally, diverse simulators performances are evaluated by using the proposed MPC-MCA (motion cueing algorithm).
2. MPC’s formulation and stability condition

A complete formulation of MPC-MCA is given in reference [Fan3]. In MPC algorithm, the cost function can be written by means of following basic formulation:

\[
J_N(X_i) = \min \sum_{i=0}^{N} \left[ \sum_{j=0}^{i} \left( \| \hat{x}_{i+j} - \hat{x}_i \|_2 + \sum_{k=0}^{i} \| \hat{u}_{i+k} \|_2 + \sum_{l=0}^{i} \| \hat{v}_{i+l} \|_2 \right) \right]
\]

subject to:

\[
\hat{x}_i = A \hat{x}_{i-1} + B u_{i-1}
\]

\[\text{constraints: } H \hat{x}_i + H_i u_i \leq K
\]

\[\text{stability constraints: } \hat{x}_i \in \Omega\]

where \(\hat{x}_i\) is an augmented state vector including motion perceived variables and simulated vehicle’s acceleration. The vector, \(\phi_i\), is for extracting the corresponding motion feeling variable from \(\hat{x}_i\). \(\Delta u\) is the linear or tilt acceleration input vector in differential form given by: \(\Delta u_{k+1} = u_{k} - u_{k-1}\). \(\hat{x}_N\) is the last terminal state, introduced for algorithm’s stability consideration. \(\Omega\) is a positively invariant set. The weighting coefficient or matrices, \(q\), \(R\), \(Q\), are used to balance the trade-off between reproducing the vehicle’s dynamic motion and using simulator’s workspace, velocity and acceleration within its bounds.

In MPC-MCA, the cost function minimisation is generally subject to a linear system with input, output and state constraints. The system can be an ideal driving simulator, i.e. a double integrator, a simulator’s transfer function, or a simulator model incorporated with human vestibular one. The macroscopic algorithm’s scheme is very similar to that of LQR optimal filter, as illustrated by figure 1.

For the MPC approach, the optimal filter is replaced by MPC optimizer which minimizes the error of sensation produced from between vehicle and simulator at each time step. Generally, in motion cueing algorithm design, the actuator’s motion control system provided by manufacturer is assumed perfect and without delay. Based on this hypothesis, the system model is actually an accurate numerical model. The offset problem encountered in a real plant control due to model-plant mismatch or disturbances will disappear. Thus, the algorithm’s formulation can be reduced to its simplest expression. If the simulator’s actuator delay is important, the induced mismatch between visual, acoustic and motion sensor cues can generate the occurrence of motion sickness [Oma1]. In this case, it is necessary to compensate the delay in motion cueing algorithm design. As we reported [Fan4], it is possible to reduce this delay by using only the identified simulator transfer function. In our approach, the plant model is always a pure numerical model for the reasons of simplicity and the cost for extensive hardware modifications. Actually, we have developed a MPC algorithm to correct this delay. The feedback from the professional drivers who are very sensitive to the phase lag confirms the significant improvement of driving perception, even with a low frequency 0.2Hz slalom scenario. Later, we will present this work.

The vestibular system, situated in inner ear, consists of two important parts. One contains the semicircular canals that sense rotational motion and the other, the ooliths that sense linear motion. Numerous vestibular transfer functions are presented in detail by Zacharias, Telban et al. [Tel1]. One of the typical transfer functions proposed by Young and Meiry(1968) describing the relationship between the specific force, \(f\), and the perceived force, \(\hat{f}\), is:

\[
G_{ab}(s) = \frac{\hat{f}}{f} = \frac{k(\tau_s s + 1)}{(\tau_1 s + 1)(\tau_s s + 1)}
\]

The semicircular canal sensation model is given as (Young & Oman 1969):

\[
G_{sc}(s) = \frac{\alpha}{\omega} = \frac{k_{sc} T_s T_a s^2}{(T_s s + 1)(T_s s + 1)(T_a s + 1)}
\]

The corresponding state-space model can be written in different forms according to the tilt variable to consider in input of system, e.g. \(\theta\) for Siven et al. [Siv1], \(\omega\) for Telban et al. [Tel1]
and Chen et al. [Che1]. We give below the formulation of tilt acceleration as input in order to be able to control the acceleration threshold in MPC based motion cueing algorithm:

a) otholith’s model:

\[ \dot{x}_{\text{arc}} = A_{\text{arc}} x_{\text{arc}} + B_{\text{arc}} u \]

\[ x_{\text{arc}} = \begin{bmatrix} x_{\text{arc1}} \\ x_{\text{arc2}} \\ x_{\text{arc3}} \\ x_{\text{arc4}} \end{bmatrix}, \quad f = x_{\text{arc}}, \quad u = \begin{bmatrix} \dot{\theta} \\ u_{\text{arc}} \end{bmatrix} \]

where:

\[ A_{\text{arc}} = \begin{bmatrix} T_3 + T_1 & 0 & 0 & 0 \\ T_1 & 0 & 0 & 0 \\ 0 & 0 & T_2 + T_1 & 0 \\ 0 & 0 & 0 & T_1 \end{bmatrix}, \quad B_{\text{arc}} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \]

b) semicircular canals’ model:

\[ \dot{x}_{\text{arc}} = A_{\text{arc}} x_{\text{arc}} + B_{\text{arc}} u \]

\[ x_{\text{arc}} = \begin{bmatrix} x_{\text{arc1}} \\ x_{\text{arc2}} \\ x_{\text{arc3}} \\ x_{\text{arc4}} \end{bmatrix}, \quad f = x_{\text{arc}}, \quad u = \begin{bmatrix} \dot{\theta} \\ u_{\text{arc}} \end{bmatrix} \]

where:

\[ A_{\text{arc}} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & -T_2 & 1 & 0 \\ 0 & -T_1 & 0 & 1 \\ 0 & -T_0 & 0 & 0 \end{bmatrix}, \quad B_{\text{arc}} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \]

\[ T_i = \frac{T_j + T_k + T_l}{T_j T_k T_l}, \quad T_j = \frac{T_i T_j}{T_i T_j T_k}, \quad T_i = \frac{1}{T_i} \]

By using equations (3) and (4), we can define the system state, \( \hat{x} \), as:

\[ \hat{x} = \begin{bmatrix} x_{\theta} \\ x_{\text{arc}} \end{bmatrix} \]

\[ x_{\text{arc}} = \begin{bmatrix} \theta \\ \dot{\theta} \\ p \\ \dot{p} \end{bmatrix} \]

where \( \theta \) represents the tilt angle and \( p, x \) or \( y \) position, \( \dot{\theta}, \dot{p}, \dot{x}, \dot{y} \) the corresponding velocity.

The state-space model is given:

\[ \dot{\hat{x}} = \begin{bmatrix} A_{\text{simu}} & 0 & 0 & 0 \\ 0 & A_{\text{simu}} & 0 & 0 \\ 0 & 0 & A_{\text{simu}} & 0 \\ 0 & 0 & 0 & A_{\text{simu}} \end{bmatrix} \]

\[ \hat{x}_{k+1} + \begin{bmatrix} B_{\text{simu}} & 0 & 0 \\ 0 & B_{\text{simu}} & 0 \\ 0 & 0 & B_{\text{simu}} \end{bmatrix} \Delta u_{k+1} \]

subject to \( H_m \hat{x} + H_s \Delta u \leq K \)

where \( A_{\text{simu}} \) is the simulator’s double integrator matrix. For N step states prediction, using equation (5) as recurrent formulation, we can finally express the quadratic cost function in standard form [Fan3]:

\[ J_0 (x_k) - J_0 (x_{arc}, R(k)) = \frac{1}{2} U^T Q U + Q U^T U \]

\[ A_s^T U \leq b \]

\[ U = \begin{bmatrix} \Delta u_1 \Delta u_2 \ldots \Delta u_M \Delta u_{M+1} \ldots \Delta u_{M+N-1} \end{bmatrix} \]

Based on an efficient QP solver [Kyv1, Fer1], if the system has feasible solution, the input command U can be solved out. In MPC process, only the first term of optimal solution U is used. After updating the system with the input command \( \Delta u_i \) and using the next reference signal \( r_{k+1} \), the calculation process is repeated. This is the basic principle of MPC based motion cueing algorithm. In a real plant system control, the noise disturbances could be important and the model may not be enough accurate to describe the plant physical phenomenon. MPC algorithm can take into account the plant's measurement to correct the model predictive state and perform an offset-free reference tracking by using an integrating disturbance model. The variables in cost function should be shifted by using the steady-state reference values [Pan1]. The principle of MPC algorithm remains the same.

It is found that without any additional restriction, the standard MPC algorithm can lead to some unexpected solutions for slalom test, as illustrated in figure 2:

![Motion rendering result with simulator's limits](image)

Fig. 2 Illustration of unexpected solution given by standard MPC algorithm

In fact, when the motion platform approaches its workspace limit, the simulator must slow down, called also washout process, in order to restrict its motion trajectory within bounds.
Without any additional constraint in motion cueing algorithm, the simulator acceleration could change abruptly or be in opposite direction to the vehicle acceleration with high discrepancy which can provoke a conflicted motion feeling between driver’s expectancy, visual and inertial perceptions. By several off-line tuning tests for the scenario, it is possible to find a rather satisfying solution (with N=150 and Δt=8ms e.g.). But for other scenarios, the tuning parameters are not applicable, not to mention the stability problem. Thus, it is important to develop new MPC-MCA which can ensure a smooth and low discrepancy motion cues during washout process. For this purpose, we have introduced a new system constraint (see below proposed “adaptive” filter) and investigated implicit and explicit MPC algorithms to analyse the performances of existent MPC-MCA.

Another important and difficult issue is how to guarantee the stability of MPC algorithm in all cases. By using the Lyapunov function approach, the stability condition can be described by some explicit terminal set constraints, i.e. that the last predictive state must be steered into the original point or a positively invariant set. Generally, two well-known explicit terminal set conditions are adopted: the first is a zero terminal set stability condition, the second, with more large feasible solution domain is the LQR terminal set condition in which the LQR control law is completely available [Bem1]. Authors’ study showed that in real-time system, the MPC algorithm using these standard conditions is efficient only if the system is 1DOF motion rendering problem. For a 2, 3DOF motions cueing problem, a limited area of feasible solutions was found [Fan2], otherwise, as used by Dagdelen et al., Augusto and Garrett et al., the stability condition must be relaxed. To improve the efficiency of MPC-MCA with perceived motion threshold control in washout process, a new system’s constraint is proposed by authors, which can not only guarantee the system’s stability but also keep a smoothing washout transition. This condition is expressed by the following equation:

\[ x_i(t) + c_v.v_i(t).T + c_u.u_i(t).T^2/2 = x_{\text{max}} \]  \hspace{1cm} (7)

where \( x, v, u \) are respectively the simulator’s position, velocity and acceleration and \( x_{\text{max}} \), the simulator’s excursion limit.

If the equality condition is detected in-line with current state value, the system must be slowed down.

The equation (7) can be written in Laplace-transform space as follows [Fan3]:

\[ x_i(s) = \frac{x_0}{s} + \frac{v_0 + \omega_n^2(x_{\text{max}} - x_0)}{(s^2 + 2\zeta\omega_n s + \omega_n^2)} \]  \hspace{1cm} (8)

where the natural frequency \( \omega_n = [2/(c_u.T^2)]^{0.5} \) and the damping ratio: \( \zeta = c_v/(2.c_u)^{0.5} \), \( x_0 \) and \( v_0 \) are the last simulator state from which the braking process or washout process is engaged. From (8), we can find that the position, \( x_i(s) \), is composed of an offset, \( x_0 \), a second order system homogenous response and a step response with amplitude \((u_0 + 2\zeta.\omega_n.v_0)\). The characteristics of second order system [Row1] show that the response feature of \( x_i(s) \) is determined by the system’s natural frequency and damping coefficient. Assuming that the damping ratio is superior to 1, the maximum value of \( x_i(t) \) is equal to \( x_{\text{max}} \). As a consequence, the workspace constraint condition is fulfilled at all times and the washout motion’s acceleration is completely controlled by the system parameters. Recall that if the system (8) is underdamped, it can produce an overshoot value which can, in some cases, be benefit to motion rendering results. If the underdamped strategy is used, the overshoot value should be taken into account in the limitation of workspace consequently.

Note that in the classical filter approach, a 2e order HP filter is applied to limit the simulator excursion: \( G_{\text{hp}}(s) = \frac{1}{u_{\text{nh}}(s)} = \frac{k.s^2}{(s^2 + 2\zeta.s + \omega_n^2)} \) \hspace{1cm} (9)

where \( k/\omega_n^2 < x_{\text{max}}/u_{\text{step}} \) and:

for small.simulator.stroke: \( \omega_n = 2.5-4, \zeta = 1-1.4 \)

for big.simulator.stroke(Renault, PSA,etc.): \( \omega_n = 0.7-1, \zeta = 0.7-1.4 \)

The HP filter’s parameters must be designed at worst case, i.e. the step signal for which the maximum stroke is required. Another disadvantage of classical filter is the backlash effect produced at the end of acceleration or...
braking signal (cf. fig. 3) which is very difficult to be fully compensated by the tilt motion and causes often the artifacts effect or simulator sickness [Rey1]. Compared with relation (9), the corresponding acceleration HP filter of relation (8) can be rewritten as [Fan3]:

$$G_{HP}(s) = \frac{u_s(s)}{u_b/s} = \left[ \frac{1 - \frac{\omega_n^2}{s}}{s^2 + 2\zeta \omega_n s + \omega_n^2} \right]^2$$  \hspace{1cm} (10)

which can be considered as a special explicit adaptive filter with filter’s gain taking into account the evolution of simulator state. If we fixed $c_v = 1$, and $c_u = 0.45$, we have only one parameter $T$ to consider. In this case, the reasonable value of $T$ deduced by simulation experiences is between 0.8 to 3, and thus leads to $\omega_n = 0.7$ to 3.0. The figure 3 illustrates the classical filter and proposed “adaptive” filter’s results for the rectangular pulse reference signal.

Fig. 3 Comparison of filters results between classical HP filter and proposed filter

According to the filters results presented in figure 3, we can find that the backlash effect is completely removed by using the proposed filter (10). The relation (7) is a linear combined expression of state variables. It is easy to integrate, as system constraint, in MPC model.

3. Influence of vestibular system and tuning process description

3.1. Tuning process description

Before addressing the topic of vestibular model’s influence in the MPC algorithm, we describe at first the tuning method and the used tuning signal, a rectangular pulse. Not only it is simple, but also it is very close to the braking deceleration measurement. Compared with the acceleration or deceleration signal in full throttle or gas pedal releasing manoeuvers, both accelerations are similar too, but not for deceleration caused by the natural vehicle resistance forces (aerodynamic force, rolling resistant force, powertrain force). The slope of deceleration at the end of the rectangular pulse is steeper than that of vehicle’s natural deceleration. So it is a severe motion rendering signal. Hence, if we can get a satisfactory tuning result for this basic signal, the tuning task for a general purpose driving test is almost achieved.

By choosing the different weighting coefficient or matrices, 8 coefficients in total with 2 additional constants $T_x$ and $T_\theta$, a rather good trade-off result is obtained within the required system constraints (cf. fig. 4). Once the step signal tuning is realized, the position weighting parameter can afterwards be adjusted to enhance the washout occurrence for the general driving tests. The motion cueing algorithm is then tested in Renault’s 8DOF driving simulator. A satisfactory driving simulator feeling is obtained from normal drivers as well as internal professional drivers.

Fig. 4: 2DOF motion rendering result using MPC ideal simulator’s model for rectangular pulse

In practice, the tilt threshold control is a more complex issue. As reported by [Cha1], the threshold can be raised if a linear motion occurs simultaneously. In addition, vehicle’s
pitch rate or pitch acceleration can be higher than the conventional tilt thresholds in some short lapse of time. These two factors are also considered in our MPC algorithm to have an optimal tilt motion. The accurate dynamic thresholds will be quantified in our future experiences for the restitution of longitudinal motion.

3.2. Using vestibular model or not
The integration of vestibular system in the MPC state-space model aims at approaching as close as possible the perceived inertial force and rotational rate between a real car and the simulator virtual environment. From a scientific standpoint, it could improve the efficiency of motion cueing algorithm if the models are representative of the human vestibular system. In fact, we have used the model’s dynamic and dead-detection features to optimize the washout process or the motion cues. As reported by Chen et al. [Che1], when the reference signal is below some threshold, a washout process is automatically started. This simple strategy can improve motion cueing efficiency due to more exploitable simulator excursions. But the use of such threshold can unfortunately increase the system’s delay and disturb more or less the delay compensation function if it is implemented. It is a method suitable for relatively calm motion situation. The washout algorithm based on the vestibular dynamic feature, as studied in a flight simulator [Tel1] firstly, reveals its potential advantages for general purposes. However, the evaluation of benefit using vestibular model is not so obvious without experimental tests. In fact, the motion cueing result depends on in some ways the used parameters of vestibular model. We report in table 1, some typical transfer functions of vestibular system. The convolution results between the transfer functions and the rectangular pulse signal demonstrate that not all the dynamic features given by various vestibular models are similar. The perceived specific force evaluated by using Telban’s otoliths model is similar to that of Glasauer & Israël. These two models have more large frequency bandwidth than others. Young and Ormsby’s otoliths models have more LP filter feature and give smoother response signal than the two previous ones. Figure 5 shows that the high frequency bandwidth otoliths’ models give a filter result close to the ideal simulator’s one for a fast change signal. But for the final response of a steady specific force, the perceived value is about twice lower than the beginning for the rectangular pulse signal. It is probably the area that we can exploit to optimize the washout process with some allowed tracking error. So it would be a useful work to compare the motion rendering results given by incorporating or not the vestibular model in motion cueing algorithm.

### Table 1. Human vestibular model parameters [Tel1]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_s )</td>
<td>5.3</td>
<td>7.5</td>
<td>7.5</td>
<td>5.0</td>
</tr>
<tr>
<td>( \tau_t )</td>
<td>0.66</td>
<td>0.51</td>
<td>0.0</td>
<td>0.016</td>
</tr>
<tr>
<td>( \tau_d )</td>
<td>13.2</td>
<td>10.1</td>
<td>20.0</td>
<td>10</td>
</tr>
<tr>
<td>( k )</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Threshold, ( d_{sw} ) (m/s²)</td>
<td>Sway = 0.17 Surge = 0.17 Heavy = 0.28 [16]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_L )</td>
<td>18</td>
<td>6.1</td>
<td>5.3 (Pitch)</td>
<td>10.2 (Yaw)</td>
</tr>
<tr>
<td>( \tau_S )</td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.005</td>
</tr>
<tr>
<td>( \tau_D )</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>80</td>
</tr>
<tr>
<td>( k_{\text{acc}} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.06</td>
</tr>
<tr>
<td>Threshold Pitch=2.0°/s Roll = 2.0°/s Yaw = 1.6°/s [16]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: Comparison of dynamic features given by various otoliths’ models

Figure 6 illustrates that a motion rendering result obtained from Young & Meiry otoliths model can give high frequency false cues. It is consistent with the result presented in figure 5. Naturally, using \( \Delta u \) as input MPC control, the
corresponding state variable $u$ can be regulated more smoothly in MPC algorithm.

Figure 7 illustrates an experience’s test result. A good feedback is obtained from normal and professional drivers. Note that, in this test, the vertical acceleration plays also a non negligible role for the fidelity of driving simulation.

The professional drivers remarked also the benefice of hexapod linear motion to enhance the longitudinal acceleration feeling. One of the developed MPC 3DOF motion cueing algorithm structures not detailed here is very similar to that in classical filter [Fis1].

4. Pre-position technique and vehicle motion prediction

The figure 4 shows that a good agreement is generally obtained by using MPC based motion cueing algorithm. However, if we focus on the first fraction of motion rendering result, we can observe that there is a lack of linear acceleration level in specific force 2 seconds after tracking the reference signal. We can also observe that the falling signal tracking at the end of rectangular pulse is well achieved. In fact, the different motion rendering results of these two similar reference signals can be explained by the available rail length. In the beginning, the simulator is in its neutral position. We have 2.6m rail stroke, at the end, double available distance. If a pre-position technique is carried out just before the desired event, the motion rendering result will be better. By using the pre-position technique, a simulated result presented in fig. 8 confirms the preceding analysis. Compared with the motion rendering result reported in fig. 4, we can find the crucial role played by this technique. For this purpose, a bang-bang motion control algorithm (time minimization algorithm) which can be activated in-line by scenario is developed in Renault’s driving simulator. Once the optimal position is reached, by means of detecting some trigger signal, e.g. a fast velocity change from pedal, the MPC algorithm takes the motion cueing task immediately. Note that the senseless pre-position motion must be controlled under the perceived threshold. It takes about 7-15s to reach the optimal position for the ULTIMATE. The benefice given by pre-position technique leads us to think naturally our future development to incorporate a driver’s model in order to predict oncoming trajectory. For MPC based driver model, using road information, imposed velocity range, acceleration limit and vehicle’s dynamic model, a vehicle motion prediction is possible. As presented by LMS and VI-Grade, the MPC algorithm can already forecast a right vehicle trajectory using 40-50m of forward road information. Using this technique to predict the vehicle's acceleration or deceleration could be helpful to accomplish the pre-position task. However, the driver’s small random action on vehicle’s command (steering-wheel, gas pedal or brake) can completely change the simulator’s trajectory. It is important to set appropriated threshold to filter any undesired manoeuvre.
5. Evaluation of simulators potential performances based on motion cueing algorithm

One of important questions to build X, Y rails based simulator is that what is the optimal rail stroke to achieve a desired specific force or acceleration tracking task? Based on ULTIMATE actuators’ performances and others, we have compared here simulators performances using three scenarios. The first is the 0.2Hz slalom manoeuvre in scale 1:1 or an artificially amplified acceleration signal, the second, a scaled emergency braking signal limited to 5m/s², and the last, a general starting braking scenario. The reason to limit the deceleration level to 5m/s² for the emergency braking is given as below:

- the tilt angle can’t exceed 30° without perceived tilt cockpit position (Aubert effect[Rey1]).
- the limitation on rail stroke and tilt rate makes the full specific force signal tracking difficult, even impossible in the case of tracking a sustained acceleration signal superior to 5m/s².

Note that, for the slalom test, the higher the slalom frequency, the higher the lateral acceleration which can be reproduced by linear motion if the simulator’s frequency bandwidth allows to. For the 0.2Hz slalom test, only 1DOF motion cueing results are compared.

The table 3 summarizes the simulated potential performances.

![Fig. 8: 2DOF motion rendering result with help of pre-position technique](image)

Table 3: Simulators performances evaluated by 1DOF and 2DOF MPC based motion cueing algorithm

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Simulator</th>
<th>0.2Hz slalom / 1DOF</th>
<th>emergency braking for 5s(&gt;5m/s²) / 2DOF</th>
<th>starting &amp; braking longitudinal cues(2) /2DOF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ULTIMATE</td>
<td>2.8m/s²</td>
<td>1.7m/s²</td>
<td>1.8m/s²</td>
<td></td>
</tr>
<tr>
<td>DAIMLER</td>
<td>7.5m/s²</td>
<td>2.5m/s²</td>
<td>3m/s²</td>
<td></td>
</tr>
<tr>
<td>TOYOTA*</td>
<td>6m/s²</td>
<td>5m/s²</td>
<td>5m/s²</td>
<td></td>
</tr>
</tbody>
</table>

*Assumption: available stroke X=35m, Y=20m, V≤6m/s, Acc≤6.5m/s²; (a): in limited acceptance (b) 2-3s events

It can be found from table 3 that the simulators lateral performances could be high for slalom test, while the longitudinal performances, rather limited to 5m/s² for sustained acceleration or deceleration. Note that, if the event takes place in short duration, the combined rail and hexapod linear acceleration can reach very high performance. This situation is not compared here.

6. Conclusion

In this paper, the Renault’s latest MPC based motion cueing algorithm theory and practices have been reviewed. The proposed system stable condition is emphasized by a comprehensive physical mean and can be considered as a special adaptive filter. It doesn’t need to steer again the last predictive step into a positively invariant set, because it is [Fan2]. Beside of its important role played in the algorithm’s stability, another one is its capability to reduce the predictive step length’s influence on the motion cueing results. It thus enhances significantly the efficiency of MPC-MCA with motion threshold control in washout process. Using this condition, we have developed both explicit and implicit MPC-MCA. The former is more robust for algorithm implementation and the later, more flexible and more powerful is suitable for handling high complex-system and also for performing offline simulation, tuning task. However, the iteration-limit set in the QP solver due to the on-line requirement could make the implicit MPC algorithm unstable [Mor1]. Even if it is a very low probability event, specific safety algorithm needs to be implemented to prevent from motion cueing algorithm’s crash in high performance simulators.
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